Jointly Normal (Gaussian) Random Variables

Random variables X, X,, ... X, are jointly normal if their joint density
fe(x)= Frx, (%%, ) is given by
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where

n=E{x}, (7, =E{X, ),
and

A= L“ijJ with 2 = E{(X, -7, )(Xj _’71)}'
is the n x n covariance matrix of x. Here,

|A| = det|A|.

The jointly normal density function may be rewritten as
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The corresponding characteristic function becomes
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Dy (w)=e 2 ,

or

D, (c))= exp{iana)j —%ZAk(,a)ka)(} .



Important Properties of Normal Random Variables:

1. When the first and second order moments (namely n and A) are given, the
density function is fully specified.
2. If E{X}=0, then the odd moments vanish, i.e. E{X X ..X " =0 if Yk, ~ is
i

odd.
3. Event moments are given by E{X,X,..X }= ZE{XlemZ}...E{XmHXmH},and
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the sum is taken over all possible combinations of — pairs of n random

variables. (The number of terms in summation is 1-3-5-..(n-3)n-1), e.g.
EDGX X X f= EDGX JE(X X+ E{XGXEIX X 4 XXX JERX X .
4. Linear combinations of normal random variables are also normal, e.g. if X, are

normalsoare Y; => ¢; X, j=12...

i=1

More generally, a linear transformation of normal random variables leads to a set of new
normal random variables.

Inequalities

Schwarz Inequality

1

clv] <[ et .

Holder Inequality

E{XY|[}< [E{X|n}F[E{Y|m}]%, nm>0, = +1=1,
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