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Conditional Distributions and Densities

Definition: The conditional distribution of X(cf) given (event) m is defined as

P{(X <x)~m}

Fy(xim) = Pl (2) s xim) = P =20

Note that ((X (&)< x)~m) is the event consisting of all outcomes & such that

X(£)<x and &em.

The properties of the conditional distribution F, (x| m) are similar to F, (x). For
example,

Fx(°°|m):1’ FX(—oo|m)=O, P{Xl <X=X, |m}: Fx(xz |m)_Fx(X1|m)'

Definition: The conditional density of X(§) given m is defined as

dF, (x|m . Pixs X <x+4ax|m
foxlm)= S Xy PR X 0 2]}

f, (x| m) is non-negative and

[T (xIm)dx=1.
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Expected Value and Moments

The expected value of a random variable X (&) is defined as
E{X}= fmxfx (x)dx =< X >.

For a discrete random variable with f, (x)=>"P,5(x-x,)

Lebesgue Integral in sample space (Ensemble Average)

The mean of X (§) may be written in terms of a Lebesgue integral in the sample
space. i.e.,

E{X}= Ij:xf (x)dx = i x, f(x,)AX, = i X P{X, < X <x +AX = J'SXdP.

Expected Value of g(X)

Definition: The expected values of a function of a random variable is defined as

Elg(X)} = [ ()1, (x)ox.

—00

When X is a discrete random variable,
Efg(x)j=2_ Pg(x).

Expected value is a linear operator. i.e.,
e[ 350,00 - Sl 0]
j=1

Variance (¢?)
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Definition: The variance of a random variable is defined as
o’ = E{Xz}—n2 :

Here, o, is referred to as the standard deviation.

Moments

Definition: kth moment of a random variable, m, , is defined as

m, = E{xk}zj'j:xk fo(x)dx, my=1, m =7.

Definition: kth central moment of a random variable, z, , is defined as

s = Ex=n) = [0 1 Golox.

Ho =1, 1, =0, u, =0*, py =my—=3ym, +27°.
Note that
k k P
My = E{(X_U)k}z Z(ij(_l) nme;.
i=0
Moments of a Normal Random Variable

For a zero mean normal random variable with probability density function

XZ

f(x)= L

\Nero

the moments are given as

E{Xn}:{1.3.m.(n_1)an " even}'

0 n odd

1-3-..-(n-1)o"  neven

) ZoKo®t  n=2k4lf”
T
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Tchevycheff Inequality

For a random variable X with mean 7 and standard deviation o,

P{X —7|> ka}ski2
where Kk is a positive constant.
Proof:
o’ = f:(x —n)° f(x)dx > J.\x—n\zko (x—7)° f(x)dx
21007 [ 1k = Ko Plx—1] zko|
Therefore,
P{X —7|> ka}skiz.

Approximate Evaluation of the Mean and Variance of g(X)

If g(x) is a smoothly varying function then

2

Efg(x)}= [ 9(x)f (x)ax = gn)+ 9"(r)

and

ol ~ 9% (n)o?. A -

Here / ; ,,F;.”
_/ :

o = E{(X —n)}.

The proof following by using a series expansion of the density function near it mean.
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